An Overview of Taguchi’s T-Method as A Prediction Tool for Multivariate Analysis
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Abstract

Analysis of prediction has attracted considerable interest in various fields. Taguchi’s T-Method is a prediction method introduced by Genichi Taguchi in mid-year 2000, among several other Mahalanobis Taguchi system tools. It was explicitly created for the prediction of multivariate data. Taguchi’s T-Method has shown that even with limited sample size, making a prediction based on historical data is possible. The key elements that have been adopted in reinforcing Taguchi’s T-Method robustness are by introducing the unit-space principle and adaptation of the signal to the noise ratio (SNR) as a weighting as well as a zero-proportional theory, as proposed by Genichi Taguchi in a robust model. Taguchi’s T-Method was widely practicing in Japan and began to be practiced by non-Japanese researchers due to its simplicity and simple understanding. Up to recent, various applications of Taguchi’s T-Method been applied, which prove to be beneficial to industrial needs. This research paper outlines the T-Method procedures by applying it in a few benchmark datasets and compare the accuracy with the existing multiple linear regression method for an overview. The results show that Taguchi’s T-Method is better than multiple regression in dealing with limited sample data in which the sample size is smaller than the input variables. Taguchi’s T-Method proved to have the ability to predict output with an acceptable range of prediction accuracy.
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1. Introduction

The Mahalanobis Taguchi System (MTS) is a well-known quantitative multivariate decisions tools and data analytics method developed by Genichi Taguchi that incorporates clustering, classification, and prediction analysis. MTS fundamental objective is to make exact expectations in multidimensional frameworks by building a measurement scale. Since early 2000 up to recent, various studies and published work available in the area of MTS, that has created a significant outcome and benefited society [1],[2],[3],[4],[5]. MTS methods can be divided into two categories. The first group is made up of methods that assess the abnormal and normal data points. The MT-Method, the MT-adjoint (MTA), and the Recognition-Taguchi (RT) are the conventional methods in this category. The second group consists of methods that predict future data values; this group is comprised of the Taguchi method (T-Method) and the Taguchi-Schmidt (TS) method[6]. The T-Method, also known as the Taguchi's T-Method, was developed
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based on the essential elements of the Taguchi Quality Engineering System used to evaluate an overall system of prediction. This technique is widely practiced in Japan yet starts getting attention from researchers outside Japan. One of the benefits of Taguchi’s T-Method is its ability to predict even when the sample size is limited. Work well with its very own capacity and contextual analysis lead to the intention of this paper to provide an overview of Taguchi’s T-Method as a tool for multivariate analysis prediction. Taguchi’s T-Method is a simple tool that the practitioner can easily understand and function well on a case-by-case basis, especially data of limited sample size.

2. An overview of Taguchi’s T-Method

As described in the previous section, Taguchi’s T-method is one of the methods built primarily for predictive purposes within MTS. It started to be introduced in mid-year 2000 by late Genichi Taguchi. SNR ($\eta$) is the crucial component that has been adapted as the weighting factor in the T-Method formulation. The regression model is developed linearly based on the zero-proportional principle with the linear regression line through zero-point (origin). The overall purpose of Taguchi’s T-Method is to fulfill equation 2.1 below in calculating the integrated estimate output value ($\bar{M}$). There are four core fundamentals elements in Taguchi’s T-Method, which are unit-space, zero-proportional, and weightage SNR concept. These elements are explained in brief in next sub-section for better understanding.

$$\text{Integrated estimated output value, } \bar{M} = \frac{\eta_1 \times \left( \frac{X_{i1}}{\bar{p}_1} \right) + \eta_2 \times \left( \frac{X_{i2}}{\bar{p}_2} \right) + \cdots + \eta_j \times \left( \frac{X_{ij}}{\bar{p}_j} \right)}{\eta_1 + \eta_2 + \cdots + \eta_j}$$

(2.1)

2.1. Unit-Space Concept

The unit space and signal space are defined for the normalization stage before the prediction model is constructed. Unit-space selection is one of the most critical processes to be identified in the early stages of the analysis. Unlike regular practice, which takes the average of individual independent and dependent variables as a reference point, the selection of unit-spaces is based on highly dense population data. Unit space should be as homogeneous as possible, and the option of unit space between low and high data of the chosen population will always be in the middle position. Figure 1 clarified this definition of unit space in a clear picture. Sample data selected as unit-space is excluded from the original data, and the remaining data is called signal data. The selected unit-space data is then being averaged for normalization purposes, as shown in equation 2.2.

$$\text{normalized data } (X_{ij}, M_o) = \text{signal data} - \text{average of unit space}$$

(2.2)
2.2. The zero-proportional theory in Taguchi’s T-Method

In determining the integrated estimate output value ($\bar{M}$) in equation 2.1, it should be noticed that $\left(\frac{X_{ij}}{\beta_j}\right)$ is defined for individual variables and been added up together without considering any interception point to be added as the typical linear regression model. The $X_{ij}$ is referring to the normalized input while $\beta_j$ is the probability coefficient of each data variable. This scenario is following the zero-point proportional equation. Since not all cases are ideally intercepted at zero-point, the use of reference-point, which in Taguchi’s T-Method case is known as average unit-space help to achieve the zero-point proportional concept through the normalization process conducted. The zero intercept ensures that additional error due to the variation in the intercept is avoided. Optimizing the system close to the intercept ensures that the system can be adjusted down to the minimal value of $M$ and $X$.

The created linear regression line will pass the zero points (origin) of the graph by following the definition of the proportional equation reference point [7]. Figures 2a and 2b illustrate the reference-point equation and typical linear equation difference for better illustration.

![Figure 1. Unit-space selection concept [6]](image)

![Figure 2. Two different case of equation: a) reference-point proportional equation b) linear equation [Note: the figure is used for illustration only since X represents the actual Y-axis in Taguchi’s T-Method]](image)
2.3. Weightage Signal to Noise ratio, SNR ($\eta$) in Taguchi’s T-Method

Signal to noise ratio (SNR) is a measure used to assess the quality of the measurement system. Emphasizing on three core elements (sensitivity, linearity, and variability), SNR is one of the critical components been adapted into Taguchi’s T-Method formulation. The linearity defined as the correlation between input and output described by a straight line. The sensitivity is the magnitude of the slope to the line, and the variability defines the deviation from the line causes by noise factors[7]. By referring to equation 2.1, the SNR value is defined as the weightage component for individual input variables and is finally divided by the overall weight (total SNR). As shown in equation 2.3, the general SNR formula shows that the higher the variance, the lower the SNR is. The SNR weighing in equation 2.1 implicitly reflects the contribution of each variable to the overall prediction model. Variables with high variation will be given lower weightage to the overall prediction, while variables with low variation are vice versa.

$$SNR = \frac{\text{sensitivity}}{\text{variability}} = \frac{(slope)^2}{\text{variability}}$$

(2.3)

3. Methodology

This section will discuss the procedures of calculating the Taguchi’s T-Method as well as the case study involved and the tools used in analyzing the data.

3.1 Taguchi’s T-Method Procedures

The aim of Taguchi’s T-method, as stated earlier in section 2, is to predict the $\hat{M}$ as highlighted in equation 2.1. In order to do this, it is appropriate to measure the proportional coefficient ($\beta$) and SN ratio ($\eta$) by item basis using normalized data ($X_{ij}$) determined by equation 2.2. The SN ratio($\eta$) theory used in Taguchi’s T-method is the dynamic type. Therefore, equation 2.4 until equation 2.9 describes the procedures for measuring the dynamic SNR. The probability coefficient ($\beta_M$) in this study is following the least square theory similar to the classical linear regression model. Equation 2.10 shows how the $\beta_M$ is calculated in Taguchi’s T-Method theory. If the value of the SN ratio is defined as negative, it should be regarded as zero. It is seen that the higher SN ratio of an object will result in a higher degree of contribution to the model’s overall estimate.

Effective Divider, $r = M_1^2 + M_2^2 + \cdots + M_i^2$

(2.4)

Total Variation, $S_T = X_1^2 + X_2^2 + \cdots + X_i^2$

(2.5)

Variation of proportional term, $S_\beta = \frac{(M_1X_{11} + M_2X_{21} + \cdots + M_iX_{1i})^2}{r}$

(2.6)

Error variation, $S_e = S_T - S_\beta$

(2.7)
Error Variance, $V_e = \frac{s_e}{i-1}$

(2.8)

Duplicate SN ratio, $\eta = \left(\frac{(S_0-V_e)}{r V_e}\right)$

(2.9)

$\beta_M = \frac{M_1X_{11}+M_2X_{21}+\cdots+M_lX_{1l}}{r}$

(2.10)

Once the $\eta$ and $\beta$ of each variable been defined, it is easy to predict the unknown future output ($\bar{M}_{new,i}$). By having new values on input variables, each value will need to follow the procedure as in equation 2.2 in normalizing the input variables. The new values are deducted with the defined unit-space value for respective variables. Once the input value been normalized, the prediction for the new unknown output ($\bar{M}_{new,i}$) can be easily calculated, which follow the equation 2.1. The new output value is calculated sample by sample basis. For the other unknown output estimation, the same process must be repeated. In order to reflect the actual value as the raw data before the normalization is done, the new output value will have to be added back with the average unit-space output value known as $M_0$. The $\bar{Y}_i$ is the finalized actual predicted value.

$\bar{Y}_i = \bar{M}_{new,i} + M_0$

(2.11)

3.2. Case Study use in this analysis

The first and second case studies were taken from historical data recorded by Nuclear Agency Malaysia team to predict power consumption for a thermal energy storage system (TES). The first case study is conducted to predict power consumption based on chiller performance. It involved 10 days of the data for training and four days of data for testing with 44 variables. TES serves as a battery to the area’s air-conditioning system, helping to reduce energy consumption by having high consumption during the off-peak hour as charging happens during the night shift.

The JD power case study data is provided by one of the experienced Taguchi pioneer, Mr. Shin Taguchi. The data is a prediction of the satisfaction index among several car models with regards to several attributes and technical specifications. It involves 44 variables with 15 training dataset and six testing dataset. The third case study is a real case study conducted in predicting calories burn (kcal) for ice-skating activity at the icescate ice rink, IOI city mall. Every respondent participating in this study was given a pedometer to be wear in their wrist prior skating activity. They also obtained a basic questionnaire to obtain some useful information to be used in the study. In total, 17 respondents were selected as the training dataset with six respondents as the predicted test data and 15 variables taken into consideration. The final case study is taken from [8], which contains underwater measuring percentage figures of body fat and different body circumference measurements. Bodyfat data
used in this study is split into training and testing which 176 for training and 76 for the test with 14 variables. Bodyfat dataset has a normally distributed output data with considered stable and an excellent example in setting the model prediction for nominal cases.

3.3. Analysis Tools used for analyzing results.

The analysis for Taguchi’s T-Method is conducted using the software provided by [6]. In this study, Taguchi’s T-method results are compared to the multiple regression method, which is analyzed using Matlab code as equation 2.11 and equation 2.12 below. ImModel is a prediction model generated by training data, while ypred is the prediction made for the test dataset.

$$\text{lmModel} = \text{fitlm(dataTraining (X), dataTraining (M))}$$

(2.12)

$$\text{ypred} = \text{predict(lmModel, dataTesting(X))}$$

(2.13)

The accuracy of the result is measured in terms of root mean squared (RMSE) and coefficient of determination ($R^2$) as stated in equation 2.13 and 2.14 below

$$\text{RMSE} = \sqrt{\frac{\sum^n_{i=1} (\text{actual-predicted})^2}{n}}$$

(2.14)

$$R^2 = 1 - \left( \frac{\sum(M_i - \bar{M})^2}{\sum(M_i - M')^2} \right)$$

(2.15)

4. Results and Discussions

The main idea of this paper is to provide an overview of Taguchi’s T-Method as a relatively new prediction tool, especially to the practitioner outside Japan. One of the significant contributions of Taguchi’s T-method is its ability to predict with low sample data. Unlike multiple regression analysis which has a limitation that the sample size must be larger than the number of items, the Taguchi’s T-method does not have this limitation [6], [9].

Table 1 below shows the compilation results between Taguchi’s T-method and Multiple linear regression methods for three case studies with low sample data. It shows that Taguchi’s T-method performing better than multiple linear regression for all cases. Since these three case studies involve very minimum sample data, another benchmark dataset is taken, which is intended to see how both methods are performing with the increasing number of training data and larger sample sizes. The body-fat dataset analysis results are shown in Table 2.2.
Table 1. Prediction accuracy between Taguchi’s T-Method and Multiple Linear Regression Method for low sample data case studies

<table>
<thead>
<tr>
<th>Dataset</th>
<th>no. of training data/no. of test data</th>
<th>no. of variables</th>
<th>T-Method</th>
<th>Multiple-linear regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power consumption</td>
<td>10(4)</td>
<td>15</td>
<td>0.7039</td>
<td>61.3838</td>
</tr>
<tr>
<td>Prediction based on Chillers performance</td>
<td>10(4)</td>
<td>44</td>
<td>0.7488</td>
<td>4.4507</td>
</tr>
<tr>
<td>JD power</td>
<td>15(6)</td>
<td>44</td>
<td>0.9138</td>
<td>0.6935</td>
</tr>
<tr>
<td>Calories burn</td>
<td>17(6)</td>
<td>14</td>
<td>0.9742</td>
<td>0.0057</td>
</tr>
<tr>
<td>Prediction based on air-conditioning performance</td>
<td>6(2)</td>
<td>17</td>
<td>0.9757</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Table 2. Prediction accuracy between Taguchi’s T-Method and Multiple Linear Regression Method for Bodyfat dataset (larger sample data)

<table>
<thead>
<tr>
<th>Method</th>
<th>Training samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>T-Method</td>
<td>R²</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>Multiple-linear regression</td>
<td>R²</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
</tr>
</tbody>
</table>

Note: Analysis is based on 14 input variables, one output variable, and 76 testing data

The findings in Table 2 were consistent with Table 1 as well as the assertion highlighted by [1], [10], which reported that Taguchi’s T-Method is performing better than multiple regression analysis in the case of sample size is smaller than double the number of explanatory variables. This trend is shown in Table 2, with Taguchi’s T-method having better accuracy up to the training sample 20 and not after 30 samples onwards. Therefore, as the number of samples exceeds the explanatory variables, which is 14, the estimate of regression coefficients is unreliable, which could lead to multicollinearity, and predictive accuracy declines intensely. However, since Taguchi’s T-Method regression formulas are configured for each item, a prediction is possible, even using a few sample data [1]. The R² value for the Multiple Regression method in Table 1 and training samples 10 and 14 in Table 2 shows that the computational is not feasible due to a smaller number of samples than the explanatory variables (input variables). The RMSE value as well is significantly higher compared to Taguchi’s T-Method for training samples 10,14 and 20 in Table 2

One of the elements that need to look into more detail is the weightage SNR. Referring to the analysis trend shown in Table 2, an analysis of the weightage SNR trend for individual input variables is plotted and shown in figure 3 below. The higher the SNR value, the lower the variation of the data is, and the higher the weightage of the particular input variables towards overall prediction. Variable 2 and 4 are excluded from the trend analysis since it involves zero SNR value that is due to negative value led by higher error variance compared to the variation of the
proportional term, as shown in equation 2.8 and highlighted previously. The trend shows that input variable 1 with 10 sample data is significantly high SNR compared to others. The remaining data show minimum differences among the SNR weightage.

What can be highlighted in figure 3 is that the overall weightage SNR does not show significant differences except for the variables 1 for 10 samples, which indirectly shows that Taguchi’s T-Method indeed can predict with an acceptable range of accuracy throughout the number of sample data considered with simple calculation procedures. There is a various study conducted recently in searching for a possibility to improve Taguchi’s T-method prediction model accuracy and various findings been shared which proved to show that improvement is made and still have opportunity to be further enhanced [1], [2], [9], [11]–[16].

![Figure 3. SNR weightage trend by the increment of sample data for respective variables](image)

5. Conclusion

In this overview study on Taguchi’s T-Method, it can be summarized that:

1. Taguchi’s T-Method is a useful prediction tool for small sample size, which lower than the explanatory variables.

2. Prediction using Taguchi's T-method is straightforward and easy to be computed.

There comes in mind, is it a need for a small sample data analysis in the industry? The answer is yes, and the manufacturing industry mainly deals with new product development that has minimal samples to be tested. Besides, the industry that deals with high-cost material is also facing problems in getting extensive samples data for the test development stage or even the production stage. Another example is the end of life products that generally very limited and takes years to get extensive samples.
data for any further analysis, perhaps. Taguchi’s T-Method is just one of the various prediction tools that have capability in predicting for both limited and extensive sample data with its SNR weightage as its robust element. The industrial practitioner with particular expertise should have no problem to apply this method since useful data comes from experience is much more representable, and a tool only helps in visualizing the overall performance accurately.
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